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Abstract— In this paper we build an ODSMC (Output 

Feedback Discrete Time Sliding Mode Control) controller for a 

fixed-winged aircraft. ODSMC control is employed, which is 

widely utilized in commercial and reconnaissance applications. 

The small-disturbance theory is used to obtain the mathematical 

model of the system which has highly nonlinear and non-

minimum characteristics. The ODSMC, due to its dynamic 

structure has been proved to be better than conventional linear 

controllers. Because of its output feedback structure, it also 

eliminates the need for a state observer. The ODSMC is 

designed based on the obtained linear model of the given plant. 

The effectiveness of the aircraft control system is analyzed by 

means of numerical simulations. The ODSMC control 

algorithm gives quite satisfactory results regarding the 

disturbance rejection capability of the closed loop system. 

Keywords—UAV; ODSMC. 

I.  INTRODUCTION 

UAVs (Unmanned aerial vehicles) have gained 

popularity recently owing to the advancement in the 

manufacturing process of high torque generating motors and 

more efficient battery systems. The utilization of UAVs 

because of their efficiency compared to the conventional 

aircrafts and financial concerns have proven to be 

advantageous in both commercial and non-commercial 

application fields. One type of UAVs is fixed-winged aircraft 

which has traditionally 6 degrees of freedom dynamics [1]. 

Since the system does not have any rotating parts, their 

equations of motions are simpler to work with compared to 

the vehicles that have one or multiple rotating parts [2]. In 

addition to that, after employing small-disturbance theorem 

to obtain the linear system equations in a specified operating 

points, controller design process can be started [3]. It is 

important for the controller to be able to handle small 

disturbances which if not controlled can cause the system to 

diverge to a point which an employed control algorithm can 

no longer stabilize the system [4]. 

An output feedback discrete-time sliding mode control 

(ODSMC) is designed in this study for better robustness in 

face of the disturbances such as wind and change in 

atmospheric pressure.  

Recently sliding mode control algorithms have proven to 

be quite useful for the highly coupled nonlinear plants and 

situations in which modelling errors might create unexpected 

problems [5]. ODSMC is a type of SMC (Sliding Mode 

Control) algorithm which is preferred specifically for 

reference tracking of the systems where invariant zeros are 

present. Since it is output feedback, unlike other nonlinear 

controllers such as feedback linearization technique [6] or 

linear control like LQR (Linear Quadratic Regulator), there 

is no need for state estimation [7]. 

The rest of the document is arranged as follows: 

Nonlinear plant model description and derivation of linear 

model using small-disturbance theorem is given in section II, 

controller mathematical model and determination of the key 

parameters is described in section III. Finally, to measure the 

performance of the controller, a series of scenarios 

concerning disturbances are simulated numerically. 

II. SYSTEM MODELING 

To design a controller it is of great importance to have a 

mathematical model of the system. The fixed-wing UAV is a 

significantly complicated system to be modelled considering 

all of the external forces and torques that also depend on the 

shape of the vehicle [8]. However, over the years under some 

assumptions which is discussed in this section that have 

proved to be valid have led to the model that is used in this 

paper [9]. 

An aircraft has conventionally 6 degrees of freedom 

dynamics, 3 torques and 3 forces govern the motion of an 

airplane. Due to aerodynamic and gravitational forces and 

torques, there are 3 translational and 3 angular velocities. 

This is illustrated in the Fig. 1[10]. 

 
Fig. 1 Fixed-wing aircraft and Translational and Rotational Forces and 

Speeds. 
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𝑢, 𝑣, 𝑤 in Fig.1 are the translational velocities in the body 

reference frame. Additionally, if the effect of the wind is 

omitted, these speeds are equal to their earth reference frame 

counterparts. The roll, pitch and yaw angular speeds are 

denoted by 𝑝, 𝑞, 𝑟 respectively. 𝑋, 𝑌, 𝑍 denote translational 

forces and 𝐾, 𝐿, 𝑀 represents angular forces that act on the 

aircraft in the axes as illustrated in the Fig. 1. Under the flat 

non-rotating earth assumptions, for a single rigid body that is 

symmetric about 𝑧𝑥 plane the equations that describe the 

motion are given as, 

𝑋 − 𝑚𝑔sin𝜃 = 𝑚(�̇� + 𝑞𝑤 − 𝑟𝑣) (1) 

𝑌 + 𝑚𝑔cos𝜃sin𝜙 = 𝑚(�̇� + 𝑟𝑢 − 𝑝𝑤) (2) 

𝑍 + 𝑚𝑔cos𝜃cos𝜙 = 𝑚(�̇� + 𝑝𝑣 − 𝑞𝑢) (3) 

𝐿 = 𝐼𝑥�̇� − 𝐼𝑧𝑥�̇� + 𝑞𝑟(𝐼𝑧 − 𝐼𝑦) − 𝐼𝑧𝑥𝑝𝑞 (4) 

𝑀 = 𝐼𝑦�̇� + 𝑟𝑝(𝐼𝑥 − 𝐼𝑧) + 𝐼𝑧𝑥(𝑝2 − 𝑟2) (5) 

𝑁 = 𝐼𝑧�̇� − 𝐼𝑧𝑥�̇� + 𝑝𝑞(𝐼𝑦 − 𝐼𝑥) + 𝐼𝑧𝑥𝑞𝑟 (6) 

𝑝 = �̇� − �̇�sin𝜃 (7) 

𝑞 = �̇�cos𝜙 + �̇�cos𝜃sin𝜙 (8) 

𝑟 = �̇�cos𝜃cos𝜙 − �̇�sin𝜙 (9) 

�̇� = 𝑝 + (𝑞sin𝜙 + 𝑟cos𝜙)tan𝜃 (10) 

�̇� = 𝑞cos𝜙 − 𝑟sin𝜙 (11) 

�̇� = (𝑞sin𝜙 + 𝑟cos𝜙)sec𝜃 (12) 

�̇�𝐸 = 𝑢𝑐𝜃𝑐𝜓 + 𝑣(𝑠𝜙𝑠𝜃𝑐𝜓 − 𝑐𝜙𝑠𝜓)
+ 𝑤(𝑐𝜙𝑠𝜃𝑐𝜓 + 𝑠𝜙𝑠𝜓) 

(13) 

�̇�𝐸 = 𝑢𝑐𝜃𝑠𝜓 + 𝑣(𝑠𝜙𝑠𝜃𝑠𝜓 + 𝑐𝜙𝑐𝜓)
+ 𝑤(𝑐𝜙𝑠𝜃𝑠𝜓 − 𝑠𝜙𝑐𝜓) 

(14) 

�̇�𝐸 = −𝑢𝑠𝜃 + 𝑣𝑠𝜙𝑐𝜃 + 𝑤𝑐𝜙𝑐𝜃 (15) 

where 𝜙, 𝜃, 𝜓 are Euclidian angles; 𝐼𝑥 , 𝐼𝑦 , 𝐼𝑧 ,   𝐼𝑧𝑥 are 

torque of inertias with respect to their axes. The terms 𝑐 and 

𝑠 represents cos(∙) and sin(∙) in (13),(14) and (15). Under the 

assumptions that are mentioned, the above equations are quite 

reasonable to work. However, since the highly-coupled and 

nonlinear terms that are present in the model, further 

simplifications are required [11], [12]. For this need the 

small-disturbance theory is applied. The small-disturbance 

theory is common for nonlinear system linearization 

especially in power electronic circuit modeling [13]. 

Every state is composed of a steady state component and 

a small-perturbation deviated from the steady state and it is 

given as, 

𝑥 = 𝑥0 + Δ𝑥 (16) 

Since the small signal component is much smaller 

compared to the steady state component, the multiplications 

of small signal components of the state variables are assumed 

to be zero [14]. This fundamental assumption leads to a 

reasonable model. After applying the described method, the 

equations are simplified to, 

Δ�̇� =
Δ𝑋

𝑚
− 𝑔Δ𝜃cos𝜃0 

(17) 

�̇� =
Δ𝑌

𝑚
+ 𝑔𝜙cos𝜃0 − 𝑢0𝑟 

(18) 

�̇� =
Δ𝑍

𝑚
− 𝑔Δ𝜃sin𝜃0 + 𝑢0𝑞 

(19) 

�̇� = (𝐼𝑥𝐼𝑧 − 𝐼𝑥𝑧
2 )−1(𝐼𝑧Δ𝐿 + 𝐼𝑥𝑧Δ𝑁) (20) 

�̇� =
Δ𝑀

𝐼𝑦

 
(21) 

�̇� = (𝐼𝑥𝐼𝑧 − 𝐼𝑥𝑧
2 )−1(𝐼𝑧𝑥Δ𝐿 + 𝐼𝑥Δ𝑁) (22) 

Δ�̇� = 𝑞 (23) 

�̇� = 𝑝 + 𝑟tan𝜃0 (24) 

�̇� = 𝑟sec𝜃0 (25) 

Δ�̇�𝐸 = Δ𝑢cos𝜃0 − 𝑢0Δ𝜃sin𝜃0 + 𝑤sin𝜃0 (26) 

Δ�̇�𝐸 = 𝑢0𝜓cos𝜃0 + 𝑣 (27) 

Δ�̇�𝐸 = −Δ𝑢sin𝜃0 − 𝑢0Δ𝜃cos𝜃0 + 𝑤cos𝜃0 (28) 

for each variable whose steady state component is zero, the Δ 

notation is dropped. Additionally, the small signal 

components of the forces and torques that act on the plane are 

given as, 

Δ𝑋 = 𝑋𝑢Δ𝑢 + 𝑋𝑤𝑤 + Δ𝑋𝑐 (29) 

Δ𝑌 = 𝑌𝑣𝑣 + 𝑌𝑝𝑝 + 𝑌𝑟𝑟 + Δ𝑌𝑐 (30) 

Δ𝑍 = 𝑍𝑢Δu + Zw𝑤 + Z�̇��̇� + 𝑍𝑞𝑞 + Δ𝑍𝑐 (31) 

Δ𝐿 = 𝐿𝑣𝑣 + 𝐿𝑝𝑝 + 𝐿𝑟𝑟 + Δ𝐿𝑐 (32) 

Δ𝑀 = 𝑀𝑢Δ𝑢 + 𝑀𝑤𝑤 + 𝑀�̇��̇� + 𝑀𝑞𝑞 + Δ𝑀𝑐 (33) 

Δ𝑁 = 𝑁𝑣𝑣 + 𝑁𝑝𝑝 + 𝑁𝑟𝑟 + Δ𝑁𝑐 (34) 

where each variable subscripted with “c” expresses the 

control signal. The plant has 4 inputs that can be manipulated 

by the controller. They are elevator, aileron, rudder and 

propulsion force which are denoted as 𝛿𝑒, 𝛿𝑎, 𝛿𝑟 , 𝛿𝑝, 

respectively. The other terms such as 𝑋𝑢, 𝑋𝑤 , 𝑍�̇� etc. are 

known to be stability derivatives of the airplane. The 

determination of those parameters is carried out either with 

the help of fluid dynamics simulations or wind tunnel 
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experimental studies [15], [16]. The control components of 

the forces and torques are given as, 

Δ𝑋𝑐 = 𝑋𝛿𝑒
Δ𝛿𝑒 + 𝑋𝛿𝑝

Δ𝛿𝑝 (35) 

Δ𝑌𝑐 = 𝑌𝛿𝑎
Δ𝛿𝑎 + 𝑌𝛿𝑟

Δ𝛿𝑟 (36) 

Δ𝑍𝑐 = 𝑍𝛿𝑒
Δ𝛿𝑒 + 𝑍𝛿𝑝

Δ𝛿𝑝 (37) 

Δ𝐿𝑐 = 𝐿𝛿𝑎
Δ𝛿𝑎 + 𝐿𝛿𝑟

Δ𝛿𝑟 (38) 

Δ𝑀𝑐 = 𝑀𝛿𝑒
Δ𝛿𝑒 + 𝑀𝛿𝑝

Δ𝛿𝑝 (39) 

Δ𝑁𝑐 = 𝑁𝛿𝑒
Δ𝛿𝑒 + 𝑁𝛿𝑝

Δ𝛿𝑝 (40) 

In this study the system has 4 inputs, 12 states and 4 

outputs and are given as, 

𝑥 = [Δ𝑉 Δ𝛼  Δ𝛽  𝑝  𝑞  𝑟  𝜓  Δ𝜃  

                               𝜙  Δ𝑥𝐸   Δ𝑦𝐸   Δ𝑧𝐸]𝑇  

(41) 

𝑢 = [Δ𝛿𝑝 Δ𝛿𝑒 Δ𝛿𝑎 Δ𝛿𝑟]𝑇 (42) 

𝑦 = [Δ𝑉 Δ𝛽 Δ𝜃 𝜙]𝑇 (43) 

where Δ𝑉, Δ𝛼, Δ𝛽 are respectively the speeds of the aircraft 

in earth reference frame, the angle of attack and the sideslip 

angle. Their mathematical descriptions are given as, 

Δ𝑉 = (Δ𝑢2 + Δ𝑣2 + Δ𝑤2)1/2 (44) 

Δ𝛽 = sin−1 (
Δ𝑣

Δ𝑉
) 

(45) 

Δ𝛼 = tan−1 (
Δ𝑤

Δ𝑢
) 

(46) 

The numerical values of the steady state parts of the 

states, also known as operating point which is obtained under 

trim conditions of  𝑉 = 18.9 𝑚/𝑠 and the altitude of 1000 𝑚. 
The operating point for the Apprentice S model aircraft is 

given in the TABLE  I. 

TABLE  I.    STATE VALUES AT OPERATING POINT 

𝑉 18.9 𝑚/𝑠 𝑝 8.2𝑥10−23 𝑟𝑎𝑑/𝑠 𝜓 7.4𝑥10−19 𝑟𝑎𝑑 

𝛼 −0.02 𝑟𝑎𝑑 𝑞 4.9𝑥10−23 𝑟𝑎𝑑/𝑠 𝜃 −0.02 𝑟𝑎𝑑 

𝛽 2.4𝑥10−4 𝑟𝑎𝑑 𝑟 −6.2𝑥10−22𝑟𝑎𝑑/𝑠 𝜙 7.8𝑥10−19 𝑟𝑎𝑑 

𝑥𝐸 1.2𝑥10−15  𝑚 𝑦𝐸 0  𝑚 𝑧𝐸 1000  𝑚 

III. CONTROLLER DESIGN 

      SMC is a control algorithm which is robust to the 

parameter uncertainty. It achieves that by employing a 

discontinuous function such as signum. This instantaneous 

change in the actuator signal causes chattering around the 

sliding surface. To overcome this, a boundary layer around 

the surface is constructed by employing a sigmoidal function. 

Another problem of SMC is that the plant needs to be 

minimum phase as well as have relative degree one. This 

restriction can be circumvented by employing a discrete time 

control scheme. Due to a discrete time control strategy, lower 

limit on sampling period creates a boundary layer. ODSMC 

is one of the discrete time control schemes and only consists 

of linear operations unlike SMC which also has nonlinear 

operation. ODSMC and its design process is addressed 

below. 

Let the discrete time system be as follows 

𝑥𝑝(𝑘 + 1) = 𝐺𝑝𝑥𝑝(𝑘) + 𝐻𝑝(𝑢(𝑘) + 𝜉(𝑘)) (47) 

𝑦(𝑘) = 𝐶𝑝𝑥𝑝(𝑘) (48) 

where 𝑥𝑝 ∈ ℝ𝑛, 𝑢 ∈ ℝ𝑚, 𝑦 ∈ ℝ𝑝. In this system, 𝐺𝑝 ∈ ℝ𝑛𝑥𝑛, 

𝐻𝑝 ∈ ℝ𝑛𝑥𝑚 and 𝐶𝑝 ∈ ℝ𝑝𝑥𝑛 represent system state, input and 

output distribution matrices respectively. Additionally, 𝜉(𝑘) 

represents matched uncertainties which is unknown but 

assumed to be bounded. 

For the control law used in the paper, nonsingularity of 

𝐺𝑝 and rank of the matrix 𝐶𝑝𝐺𝑝
−1𝐻𝑝 equals to 𝑚 assumptions 

are needed [17]. 

It is necessary to introduce some transformation for 

further analysis. A new output distribution matrix 𝐿 ≔ 𝐶𝐺−1 

is defined for the fictitious system represented by the 
(𝐺, 𝐻, 𝐿) system matrices [18]. To distinguish the 

controllable states from the uncontrollable ones, the 

following transformation is performed on the system. System 

matrices of the resulting system can be partitioned as, 

𝐺 = [
𝐺11 𝐺12

𝐺21 𝐺22
] , 𝐻 = [

0
𝐻2

] , 𝐿 = [0 𝑇] 
(49) 

Where 𝐺11 ∈ ℝ(𝑛−𝑚)𝑥(𝑛−𝑚), 𝐻2 ∈ ℝ𝑚𝑥𝑚 and 𝑇 ∈ ℝ𝑝𝑥𝑝 

which is an orthogonal matrix [19]. The state vector in this 

coordinate is partitioned as 𝑥 = [𝑥1 𝑥2]𝑇 .  

Before introducing output feedback SMC control law, 

mentioning state feedback SMC will be proper. The aim of 

the SMC is to build a controller that drives the system states 

into a set and forces them stay in that set despite the 

disturbances that are considered to be bounded [20]. This set 

in state space is called sliding manifold and is represented by, 

𝒮 = {𝑥𝑝 ∈ ℝ𝑛: 𝐻𝑝
𝑇𝑃𝑥𝑝 = 0} (50) 

where 𝑃 ∈ ℝ𝑛𝑥𝑛 is a symmetric positive definite matrix. This 

is used to define the system Lyapunov function which is 

given by, 

𝑉(𝑘) = 𝑥𝑝(𝑘)𝑇𝑃𝑥𝑝(𝑘). (51) 

However, states may not be readily available for all 

circumstances. Additionally, designing a state feedback 

controller requires some complicated transformations for the 

plants that are non-minumum phase. Considering these 
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reasons, it is desirable to employ some type of an output 

feedback controller algorithm as stated in [21]. For the output 

feedback controller design, an additional constraint is 

imposed on the system  and is given as, 

𝐻𝑇𝑃𝐺 = 𝐹𝐶 (52) 

where 𝐹 ∈ ℝ𝑚𝑥𝑚 and 𝑃 ∈ ℝ𝑚𝑥𝑚  is a symmetric positive 

definite matrix used to construct the Lyapunov function to 

prove finite time convergence. (52) is required to be satisfied 

to prove that the states can be forced to the sliding surface by 

only using the knowledge of outputs alone under certain 

circumstances. However, there are certain classes of systems 

in which 𝐺11 is not Hurwitz, if so it is not possible to ensure 

the stability of the states that are not directly observable. To 

overcome this problem, additional dynamics or compensator 

must be considered [22]. 

In addition to the compensator dynamics, since this case 

is analyzed as a reference tracking problem, steady state error 

term must be kept zero. From this necessity, an integrator is 

added to the design procedure. The integral action dynamic 

equation is given by, 

𝑥𝑟(𝑘 + 1) = 𝑥𝑟(𝑘) + 𝑇𝑠 (𝑟(𝑘) − 𝐶𝑝𝑥𝑝(𝑘)) (53) 

Due to the involvement of additional integrator and 

compensator dynamics, state vector 𝑥𝑝  is extended and the 

problem dimension is increased. This new problem yields a 

new augmented system whose corresponding sliding 

manifold is represented as, 

𝒮𝑎 =  {(𝑥1, 𝑥𝑐 , 𝑥2, 𝑥𝑟): 𝐾1𝑥𝑐 + 

                                     𝐾𝑟𝑥𝑟 + 𝑥2 + 𝑆𝑟𝑟𝑠 = 0} 

(54) 

where 𝐾1 ∈ ℝ𝑚𝑥(𝑛−𝑚), 𝐾𝑟 ∈ ℝ𝑚𝑥𝑚 and 𝑆𝑟 ∈ ℝ𝑚𝑥𝑚  

represent design parameters related to the sliding surface. 

The compensator dynamics are given by, 

𝑥𝑐(𝑘 + 1) = Φ𝑥𝑐(𝑘) + Γ1𝑦𝑝(𝑘) 

                                               +Γ2𝑥𝑟(𝑘) + Γ3𝑟(𝑘) 

(55) 

where Φ, Γ1, Γ2 and Γ3 represent the parameters of the 

compensator and are given explicitly by, 

Φ = 𝐺11 − Ω𝑇𝐺21 − 𝐺21𝐾1 + 𝐿𝑇𝐺22𝐾1 (56) 

Γ1 = Ω (57) 

Γ2 = −𝐺12𝐾𝑟 + Ω𝑇𝐺22𝐾𝑟  (58) 

Γ3 = −𝐺12𝑆𝑟 + Ω𝑇𝐺22𝑆𝑟  (59) 

where Γ1, Γ2, Γ3 and Φ are found depending on the surface 

parameters giving in (54). Dynamics of the augmented 

system are given by,  

𝑥𝑎(𝑘 + 1) = 𝐺𝑎𝑥𝑎(𝑘) + 𝐻𝑎(𝑢(𝑘) + 𝜉(𝑘))

+ 𝐻𝑟𝑟(𝑘) 

(60) 

𝑦𝑎(𝑘) = 𝐶𝑎𝑥𝑎(𝑘) (61) 

Where 𝐺𝑎 , 𝐻𝑎 , 𝐻𝑟  and 𝐶𝑎  are the system matrices of the 

augmented system, after arranging the terms are found to be, 

𝐺𝑎 = [

𝐺11 0 0 𝐺12

Γ1𝑇𝐺21 Φ Γ2 Γ1𝑇𝐺22

−𝑇𝑠𝑇𝐺21 0 𝐼𝑚 −𝑇𝑠𝑇𝐺22

𝐺21 0 0 𝐺22

] , 𝐻𝑎 = [

0
0
0

𝐻2
𝑇

]  

 

𝐻𝑟 = [

0
Γ3

𝑇𝑠𝐼𝑚

0

] , 𝐶𝑎 = [

0 𝐼𝑛−𝑚 0 0
0 0 𝐼𝑚 0

𝑇𝐺21 0 0 𝑇𝐺22

] 

(62) 

The control law for this augmented system is given by, 

𝑢(𝑘) = −(𝐹𝐶𝑎𝐺𝑎
−1𝐻𝑎)−1(𝐹𝐶𝑎𝑥𝑎(𝑘)

+ (𝐹𝐶𝑎𝐺𝑎
−1𝐻𝑟 + 𝐹2𝑆𝑟)𝑟(𝑘)) 

(63) 

where 𝐹 is chosen dependent on the surface parameters given 

in (54) so as to stabilize the closed loop system. The 

eigenvalues of the closed loop system matrix denoted by 𝐺𝑐 

lies inside the unit circle when stability is achieved [23]. 

The design of the controller constitutes a problem of 

determination of the parameters 𝐹 and 𝑃𝑎 that satisfy the 

constraint defined for the augmented system. Sliding surface 

constraint for the augmented system is given by,  

𝐹𝐶𝑎 = 𝐻𝑎
𝑇𝑃𝑎𝐺𝑎 (64) 

where 𝑃𝑎 ∈ ℝ(2𝑛−𝑚+𝑝)𝑥(2𝑛−𝑚+𝑝) is a Lyapunov symmetric 

positive definite matrix and satisfies the Lyapunov constraint 

which is defined as, 

𝑃𝑎 − 𝐺𝑐
𝑇𝑃𝑎𝐺𝑐 > 0 (65) 

Considering the surface constraint equation in (64), 𝐹 is 

in the form given by, 

𝐹 = 𝐹2[𝐾1𝛷  (𝐾1Γ2 + 𝐾𝑟)  (𝐾1Γ1 − 𝐾𝑟𝑇𝑠 + 𝑇𝑇)] (66) 

where 𝐹2 ∈ ℝ𝑚𝑥𝑚 is a parameter that is chosen such that the 

constraint given in (64) is satisfied. 

It is required to represent augmented system in another 

coordinate system for simplifying the design parameters 

𝐾1,  𝐾𝑟 , Ω. For this operation, the transformation matrix is 

given by, 

 �̃� = [

𝐼𝑛−𝑚 −𝐼𝑛−𝑚 0 0
0 𝐼𝑛−𝑚 0 0
0 0 𝐼𝑚 0
0 𝐾1 𝐾𝑟 𝐼𝑚

] (67) 
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Fig. 2. ODSMC controlled system block diagram

The resulting system matrices are �̃� = �̃�𝐺𝑎�̃�−1                    

 𝐻 = �̃�𝐻𝑎 ,𝐻𝑟 = �̃�𝐻𝑟 , �̃� = 𝐶𝑎�̃�−1 and �̃� = 𝐿𝑎�̃�−1[24]. 

Using the control law given in (63), the closed loop 

system matrix is given by, 

�̃�𝑐 ≔ �̃� − �̃�(𝐹�̃�𝐻)
−1

𝐹�̃� (68) 

where �̃�𝑐 has the structure and given by, 

�̃�𝑐 ≔ [

𝐺11 − Ω𝑇𝐺21 0 ∗

∗ �̃�𝑚 ∗
0 0 0

] 

(69) 

Inferred from (69), the eigenvalues of �̃�𝑐 must lie inside the 

unit circle. 

Due to the special structure of �̃�, by inspection, the closed 

loop matrix has the following eigenvalues  

𝜆(�̃�𝑐) = {0}𝑚 ∪ 𝜆(𝐺11 − Ω𝑇𝐺21) ∪ 𝜆(�̃�𝑚) (70) 

where �̃�𝑚 is given by, 

�̃�𝑚 = [
𝐺11 0

−𝑇𝑠𝑇𝐺21 𝐼𝑚
] − [

𝐺12

−𝑇𝑠𝑇𝐺22
] [𝐾1 𝐾𝑟] (71) 

It is clear from (71) the parameters 𝐾1 and 𝐾𝑟  are chosen 

such that |𝜆𝑚𝑎𝑥(�̃�𝑚)| < 1. Likewise, Ω matrix is determined 

such that |𝜆𝑚𝑎𝑥(𝐺11 − Ω𝑇𝐺21)| < 1. In the process of 

choosing the new pole locations, the old locations of the poles 

were taken into account not to place the poles too far from 

their own old locations. “lqr” which is a numerically stable 

robust pole placement algorithm of MATLAB was used. 

Lastly in this new coordinate system, Lyapunov matrix �̃� 

has the block diagonal form that is given by, 

�̃� = [
�̃�1 0

0 �̃�2

] (72) 

And is constrained for the system in this coordinates by 

the equation, 

𝐻𝑇�̃��̃� = 𝐹�̃� (73) 

where �̃�1 ∈ ℝ(2𝑛−𝑚)𝑥(2𝑛−𝑚) and �̃�2 ∈ ℝ𝑚𝑥𝑚. By some 

algebraic manipulation, 

𝐹2 = 𝐻2�̃�2 (74) 

Thus the controller design is completed [25]. Fig 2. 

presents a block diagram summarizing the control scheme. 

IV. SIMULATION RESULTS 

In this study, the Apprentice S model aircraft is modeled 

and ODSMC is designed. The numerical values of the system 

matrices of the plant linearized around the operating points 

that are given in the TABLE  I. 

The Ω matrix is chosen such that the poles of the matrix 

(𝐺11 − Ω𝑇𝐺21) is given as, 

𝜆(𝐺11 − Ω𝑇𝐺21) = {0.9076, 0.998,0.0005,
0.3482 ± 0.0118𝑗} 

(75) 

The [𝐾1 𝐾𝑟] matrix is determined so that the 𝜆(�̃�𝑚) is 

given as, 

𝜆(�̃�𝑚) = {0.9852,0.8052,0.7679,0.3107,                           

            −0.2585,0.0057,0.0056, −0.0011,0.0001} 

(76) 

During the nominal operation, the wind is applied to 

disturb the plant in all three direction as given in the Fig. 3. 

 
Fig. 3. Wind speeds 

To simulate the effects of sensor noise, white noises were 

applied to 𝑉, 𝛽, 𝜃 and 𝜙 outputs with maximum amplitude of 

0.1, 0.2, 0.3 and 0.25. 
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In the simulations, 4 outputs, [𝑉 𝛽 𝜃 𝜙]𝑇 ,which are  

given reference values as illustrated in the Fig. 4-Fig. 7. As 

illustrated in the figures  the output variables track the 

reference values that are assigned.  

 
Fig. 4. Output sideslip angle 

 
Fig. 5. Output roll angle 

 
Fig. 6. Output pitch angle 

 
Fig. 7. Output speed 

The actuator signals [𝛿𝑝 𝛿𝑒 𝛿𝑎 𝛿𝑟]𝑇 are given in the Fig. 

8-Fig. 11. 

 
Fig. 8. Controller propulsion output 

 
Fig. 9. Controller elevator output 

 
Fig. 10. Controller aileron output 

 
Fig. 11. Controller rudder output 
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V. CONCLUSIONS 

This study first models the Apprentice S fixed wing 

aircraft by using small signal modeling. Based on that 

mathematical model linearized around the operating points of 

the plant, the ODSMC is designed for the system. The 

effectiveness of the output feedback SMC is seen through 

simulations carried out in Matlab/SIMULINK environment. 

As seen from the simulation results considerable disturbance 

rejection is achieved. 

Our research group is currently working on real flight 

tests using novel controller design approaches for multiple 

trim conditions. 
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